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meta
Adjective

“Referring to itself or to the conventions of its genre”

“Self-referential”

e.g. “An analysis of the available analyses”







Figure from ADHD PGC meta-analysis

https://www.nature.com/articles/s41588-018-0269-7


Single cohort GWAS

Combined meta-analysis

Point (or effect) estimate
● Log Odds (Case-control)
● Beta (quantitative trait)
● Box size = sample size (N)

Blue line: 95% Confidence Interval
● 1.96*Std.Error

Red line
● Null hypothesis (no effect)

Single SNP Meta-analysis forest plot



Benefits of meta-analysis

● More POWER!
● Leverage the portability of summary statistics
● Explore / expose cohort-level heterogeneity
● Replicate findings

GWAS catalog paper

GWAS added to NHGRI-EBI GWAS Catalog 

https://academic.oup.com/nar/article/53/D1/D998/7893318


Joint (“Mega”) analysis vs Meta analysis

● Common SNPs have similar power in either approach
● Meta-analysis model can handle cohort-specific covariates better
● Joint analysis of small, ancestry+platform matched cohorts can be useful 

within a larger meta-analysis



Session outline (Cookbook)

● Key parameters of a meta-analysis (Ingredients)
○ Test statistics
○ Weights

● Models used (Cooking method)
○ Base assumptions
○ Multi-trait and multi-ancestry considerations

● Getting your summary stats ready (Instructions)



Approach #1: Inverse variance weighted (IVW) method

Intuition: Give more weight to effect estimates with tighter 
variance when combining across all effects

Parameters used:
● Beta for quantitative trait
● Log Odds Ratio / Z-score for case-control trait
● Standard Error (variance estimate)

Key parameters (Ingredients)



Intuition: Give more weight to effect estimates with tighter 
variance when combining across all effects

Weighted Beta example:
ơ2

i = squared standard error for the ith cohort

Approach #1: Inverse variance weighted (IVW) method



Intuition: Give more weight to p-values with larger sample 
size when combining across all effects

Parameters used:
● p-values + direction of effect (converted to Z-scores)
● Sample sizes (n)

Approach #2: sample size weighted method



Intuition: Give more weight to p-values with larger sample 
size when combining across all effects

Parameters used:
● p-values + direction of effect (converted to Z-scores)
● Sample sizes (n)

Approach #2: sample size weighted method

Question: 
What other study parameters could inform how 

you weight/include data in meta-analyses?



Other meta-analytical methods (rarely used in GWAMA)

These do not account for direction of effect



Session outline (Cookbook)

● Key parameters of a meta-analysis (Ingredients)
○ Test statistics
○ Weights

● Models used (Cooking method)
○ Base assumptions
○ Multi-trait and multi-ancestry considerations

● Getting your summary stats ready (Instructions)



Fixed effect vs Random 
effects model

Fixed effect model

● Assumes the SNP has single “true” effect 
on the trait across all cohorts

● Error is assumed to only be “within” 
studies 

PRO: More powerful than random effects in 
general

CON: Sensitive to errors in trait scaling, 
phenotype heterogeneity



Fixed effects vs 
Random effects model

Random effects model

● Assumes the SNP effect on the 
trait varies between cohorts

● Error is assumed to be both 
“within” and “between” studies 

PRO: Robust in the presence of effect 
size heterogeneity

CON: Underpowered relative to fixed 
effects

http://genetics.cs.ucla.edu/meta/

http://genetics.cs.ucla.edu/meta/


Fixed effects vs 
Random effects model

Random effects model

● Assumes the SNP effect on the 
trait varies between cohorts

● Error is assumed to be both 
“within” and “between” studies 

PRO: Robust in the presence of effect 
size heterogeneity

CON: Underpowered relative to fixed 
effects

http://genetics.cs.ucla.edu/meta/

Most common approach:
Inverse Variance Weighted Fixed Effect model

http://genetics.cs.ucla.edu/meta/


Metasoft: Why not look at both (and more)?

http://genetics.cs.ucla.edu/meta/

http://genetics.cs.ucla.edu/meta/


Bayesian models

MANTRA: Uses a Bayesian partition model to 
heterogeneity among clustered ancestry groups

SMetABF: Asymptotic Bayes Factor approach 
with shotgun stochastic search (SSS) to improve 
the Bayesian GWAS meta-analysis framework

https://onlinelibrary.wiley.com/doi/10.1002/gepi.20630
https://journals.plos.org/ploscompbiol/article?id=10.1371/journal.pcbi.1009948


Using meta-regression (MR-MEGA) to model multi-ancestry heterogeneity 

“Modeling allelic effects as a function of axes of genetic variation, derived from a matrix of mean 
pairwise allele frequency differences between GWAS”

“We additionally used the meta regression approach implemented in 
MR-MEGA (Mägi et al., 2017) to conduct the all-biobank meta
analysis across all ancestries. In contrast with a fixed-effects, 
inverse variance-based meta-analysis, MR-MEGA accounts for the 
effect size heterogeneity across data sets.” 

https://www.globalbiobankmeta.org/

https://academic.oup.com/hmg/article/26/18/3639/3976569#115627882
https://www.globalbiobankmeta.org/


Multi-trait meta analysis methods

● Key assumption: all SNPs share the same variance–covariance matrix of 
effect sizes across traits

● Uses bivariate linkage disequilibrium (LD) score regression to account for 
(possibly unknown) sample overlap between the GWAS results. 

● Generates trait-specific effect estimates for each SNP
● Computationally quick because every step has a closed-form solution
● Principles applied to multi-ancestry meta analysis (MAMA preprint)

● Synthesizes genetic correlations and SNP heritabilities from 
GWAS summary statistics of individual traits from samples 
with varying and unknown degrees of overlap 

● Models multivariate genetic associations among phenotypes
● Identifies variants with effects on general dimensions of 

cross-trait liability
● Calculates more predictive polygenic scores
● Identify loci that cause divergence between traits

MTAG paper and Github repo

Genomic SEM paper and Github repo

https://www.biorxiv.org/content/10.1101/2021.04.23.441003v1.full.pdf
https://www.nature.com/articles/s41588-017-0009-4
https://github.com/JonJala/mtag
https://www.nature.com/articles/s41562-019-0566-x
https://github.com/GenomicSEM/GenomicSEM
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Running a GWAS meta-analysis

● SNP harmonization
○ SNP alignment / strand-flipping
○ Imputation reference
○ INFO score and MAF / MAC thresholds

● Sample harmonization
○ Consistency of measurement / diagnostic criteria
○ Accounting for cryptic relatedness / sample overlap 

● Association model considerations
○ Model consistency across studies
○ Lambda / QC evaluation
○ Required covariates + study-specific covariates

● Interpreting meta-analysis outputs
○ Heterogeneity tests
○ Replication / leveraging external datasets Each dataset has its own story

(some longer than others..)



SNP harmonization

GOAL: keep as many high quality and informative SNPs as 
possible!

Ways to keep a lot of SNPs

● Use the same imputation reference panel across all 
studies

● Use alignment tools to update / format summary stats 
easily

○ GWAS-VCF-specification and Score GitHub repos
○ MungeSumstats in R

Reasons to drop a SNP in a specific cohort

● Strand ambiguous / palindromic SNP with high allele 
frequency

● Large MAF difference with ancestry-matched reference 
panel

● Not enough minor alleles to get informative test statistic
○ Cohort minor allele count < 20 or minimum MAF cutoff

● Low INFO / R2 from imputation output

https://github.com/MRCIEU/gwas-vcf-specification

https://github.com/MRCIEU/gwas-vcf-specification
https://github.com/freeseek/score
https://academic.oup.com/bioinformatics/article/37/23/4593/6380562
https://github.com/MRCIEU/gwas-vcf-specification


Sample harmonization

GOAL: understanding the trait and samples we are 
meta-analyzing

Trait measurement 

● Is every study using the same measurement?
● How do trait means / prevalence differ across 

cohorts? How will this affect our meta-analysis 
design?

Cross-cohort sample relatedness / overlap

● Shared controls?
● Access to raw genotypes a plus
● Knowledge of sample sources often best 

approximation
https://www.medrxiv.org/content/10.1101/2021.11.30.21267108v1.full.pdf

Asthma diagnosis across biobanks

https://www.medrxiv.org/content/10.1101/2021.11.30.21267108v1.full.pdf


Association model considerations

GOAL: Confidence in the summary stats we 
are meta-analyzing

Checking your summary stats 

● QQ and Manhattan plots
● Looking at lambdas / LD-score 

intercepts
○ Better to have clean GWAS than use 

GC-corrected p-values
● Tracking covariates across studies

○ Communicating base association model
○ Study-specific covariates needed?

● EasyQC R package

https://www.uni-regensburg.de/medizin/epidemiologie-praeventivmedizin/genetische-epidemiologie/software/


Interpreting meta-analysis outputs

GOAL: Confidence in the meta-analysis results

Heterogeneity tests

● Is there more variance in our effect sizes 
than expected?

● Cochrans Q (and p-value) and I2 tests
● Usually provided in your results

QC in the “post-GWAS” era

● Comparing effect sizes with “known loci” 
(GWAS catalog, PheWAS scans)

● Leave-one-out analyses

GBMI 2019 slide deck

https://docs.google.com/presentation/d/1arnbPJDzZUehEhfN1Uv93Jwe-Skw7cEV/edit?usp=sharing&ouid=100118601627882632311&rtpof=true&sd=true


It takes a community….
● Coordinating data sharing plans/guidelines
● Data use agreements
● When to freeze, when to unfreeze
● Sharing code vs sharing raw data
● Don’t be the weakest link in the GWAMA chain
● PGC data inquiry form

○ Getting data descriptions at intake, not at paper submission

https://pgcdataaccess.formstack.com/forms/pgc_data_inquiry


Meta analysis software

METAL

PLINK

Metasoft

GWAMA / MR-MEGA

R packages (general meta-analysis)

Meta

Metafor

Meta-analysis practical

Meta-analysis Qualtrics workbook

Workshop Directory:
cd /home/practicals/2.3.Meta-analysis_DanHowrigan/final

https://genome.sph.umich.edu/wiki/METAL_Documentation
https://zzz.bwh.harvard.edu/plink/metaanal.shtml
http://genetics.cs.ucla.edu/meta/
https://genomics.ut.ee/en/tools
https://cran.r-project.org/web/packages/meta/index.html
https://wviechtb.github.io/metafor/
https://qimr.az1.qualtrics.com/jfe/form/SV_4182VmO3B6QG5qC

